The Chinese Room is a thought experiment, devised by American philosopher John Searle, to
prove that artificial intelligence (Al) only has the ability to appear knowledgeable, rather than
truly understanding the information it outputs .
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The thought experiment involves a non-Mandarin speaker in a locked room with a book filled
with Chinese characters and an instruction book. The instruction book gives the room’s
inhabitant the knowledge on how to arrange the various characters in response to certain other
characters. In essence, the book states, “if character [A] is shown, respond with character [B].”
After practicing for long periods of time and becoming increasingly familiar with this pairing
action, the inhabitant is able to arrange entire passages in complex Mandarin, to the point
where his outputs are indistinguishable from those of a native speaker’s. However, although the
inhabitant can produce great displays of Mandarin, he continues to have no comprehension of
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what he is writing. Searle advances the story when he suggests that one day, a native Mandarin
speaker slides a message under the door. Viewing the message, the inhabitant is able to put his
newfound pairing skills into practice, uses it to create a wise response to the native’s question,
and slides his response under the door. After receiving the message, and being astonished at
the intelligent response given to him, the native concludes that the inhabitant inside the room
must be a native-speaker, and moreover, an intelligent human being. As the native cannot see
in to the room, he is unable to discover that the “intelligent human being” does not understand a
lick of Mandarin 2.

The Chinese Room Argument, via Medium.com

The essence of Searle’s story is that while we perceive Al to be intelligent and “having a mind of
its own,” it doesn’t. Instead, he reasons that all the information Al can possibly know, and all of
the abilities it can ever possess, are derived from human knowledge. Al doesn’t comprehend
the information, similar to the inhabitant’s inability to understand Mandarin, but rather, can

simply output “intelligent” messages because a human has already given knowledge and coded
it on how to do so.
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Many software engineers and artificial intelligence developers have used the Chinese Room as
a way to accurately predict the limitations of what Al can do. They propose that if Al relies on
human input to create their own outputs, Al is limited to humanity’s knowledge, and can never
exceed it. A great real-life showcase of this is when Deep Blue, an Al chess engine, battles
against World Champion Garry Kasparov in a rematch best of six series, after losing to the
champion a year prior. With three draws in total, Deep Blue narrowly beat Kasparov 2-1. After
Kasparov's defeat, the media was engulfed with claims that Al and machine learning would
surpass human ability, as it had done so with the champion. However, engineers around the
globe pointed out that the Deep Blue Al hadn’t analyzed the game of chess on its own and
mastered it, but rather received input from many grandmaster games from previous decades,
analyzed the patterns and sequences, and outputted the moves that had seemed to work the
best, a situation very similar to the thought experiment ®.
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As the experimentation of Al in recent years has been increasing, the future abilities of Al are
unknown. However, as John Searle’s “Chinese Room Argument” proves, as well as the real life
example of Garry Kasparov and Deep Blue, the connotation that Al “has a mind of its own” may
be false. However, there have been many interpretations of the thought experiment, leading to
the disputed question: is Al really intelligent? No? Yes? Maybe? What is classified as
“intelligence?” As with most thought experiments, the lessons learned are still debated.
Nonetheless, the Chinese Room experiment remains significant, due to its groundbreaking
ramifications on how Al is perceived throughout the world.
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